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Abstract

Outliers are frequently found in data sets and can cause problems for researchers if not

addressed. Failure to identify and deal with outliers in an appropriate manner may lead

researchers to report erroneous results. Using a multiple regression context, the present

paper examines some of the reasons for the presence of outliers and simple methods for

identifying them. Heuristic data sets and scatterplots provide illustrations of the concepts

discussed.
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Strategies for Identification and Detection of Outliers in Multiple Regression

The presence of outliers can be problematic for researchers, therefore an

understanding of the possible sources of these data points and strategies for detecting

them are important for researchers to acquire. In 1999, Wilkinson and the American

Psychological Association (APA) Task Force on Statistical Inference (TFSI) suggested,

"The use of techniques to ensure that the reported results are not produced by anomalies

in the data (e.g. outliers, points of high influence, nonrandom missing data, selection bias,

attrition problems) should be a standard component of all analyses" (p.597). The report

went on to say, "If you assess hypotheses without examining your data, you risk

publishing nonsense" (p.597). Fox (1997) pointed out that unusual data can have a strong

influence on regression analysis results. The TFSI noted that a single major value error

could "make large correlations change sign and small correlations become large" (p.597).

In light of these warnings, careful consideration should be given to identifying outliers

and determining the proper course of action to take in dealing with them.

Therefore, the purpose of the present paper is to (a) discuss some potential

reasons outliers may be present in a data set and (b) briefly illustrate some simple

methods to identify outliers. To simplify the discussion, the paper uses multiple

regression as the analytic context. Heuristic data is used to illustrate the concepts

presented.

Reasons for Outliers

Outliers have been defined as data points that are "distinct or deviant from the rest

of the data" (Pedhazur, 1997, p. 43), and "data points with unusually large residuals"

(Evans, 1999, p. 213). They may also be seen as "cases that come from different
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populations than do most of the other cases in the sample" (Allison & Gorman, 1993, p.

156). Fox (1997) defined a regression outlier as "an observation with an unusual

dependent-variable value given its combination of independent-variable values" (p. 276).

It is important to note that, as Evans stated, "Data points that are outliers for some

statistics (e.g., the mean) may not be outliers for other statistics (e.g., the correlation

coefficient)" (p. 213). The data set in Table 1 illustrates this point.

INSERT TABLE 1 ABOUT HERE.

While case 5 is an outlier in terms of its effect on the mean and standard deviation, it falls

on the regression line and does not function as an outlier in its effect on the correlation

coefficient.

There are several possible sources of outliers. They may be due to the

malfunctioning of an instrument, measurement errors, or recording or input errors

(Pedhazur, 1997). The latter type includes mistakes such as misplaced decimal points or

transposed numbers. Outliers may also be due to differences in conditions for the subject

represented by the outlier (Gall et al., 1996) or a subject's conscious effort to sabotage a

researcher's efforts (Huck, 2000). In addition, outliers may be a result of interaction

effect where "individuals with a unique attribute or a unique combination of attributes

reacting uniquely to a treatment" (Pedhazur, p. 44). Further, as Evans (1999) pointed out,

outliers "may merely reflect natural variability within the population" (p. 214).
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Detecting Outliers

With the acknowledgment that outliers may exist in a data set, the researcher

takes on the responsibility of inspecting data for these extreme points. A complete

discussion of outlier identification is given by Evans (1999). Therefore, only some of the

more common and accessible methods are mentioned here for the applied researcher.

Researchers often equate extreme residuals with outliers (Pedhazur, 1997). Evans

(1999) explained, "In regression analysis, a squared residual defines the amount of

unexplained variability a given ith individual contributes to the total unexplained sum of

squares, or the distance of the data point from the regression line on a scatter plot

measured in the units of Y" (p. 216). Some researchers discard an observation if the size

of its residual is greater than the estimated population standard deviation multiplied by a

constant determined by the researcher. The larger the constant, the more likely the

researcher is to retain observations with large residuals. Likewise, a smaller constant will

result in the rejection of the largest residuals. The researcher must evaluate the risk

involved in either retaining erroneous observations or rejecting valid ones (Evans, 1999).

Standardized residuals, or error scores converted to Z score form, are sometimes

used as a means of detecting outliers because the standard scale facilitates interpretation

(Evans, 1999). They are obtained by dividing each residual by the standard error of

estimate. Pedhazur (1997) noted that some authors recommend scrutinizing standardized

residuals with an absolute value greater than 2. Allison and Gorman (1993), however,

suggested standardized residuals with an absolute value greater than 3 are possible

outliers. In a normal distribution, the lower standard of +/- 2 could result in a larger
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number of potential outliers and present the researcher with the possible dilemma of

rejecting valid observations.

Since the use of standardized residuals is based on the assumption that all

residuals have the same variance (Pedhazur, 1997), the use of studentized deleted

residuals may produce a more accurate picture of the outliers. Studentized deleted

residuals measure the residual of the suspected outlier when its influence has been

removed. A dependent variable outlier can be particularly influential, and if retained in

the regression analysis, can pull the regression line towards itself

Consider the data in Table 2 and the plots in Figure 1. With the 10th case included

in the analysis using standardized residuals as in scatterplot (a), the regression line is

pulled toward the outlier, thus indicating a relatively small residual. Noting the scale on

the Y axis, when the analysis is calculated using studentized deleted residuals as in

scatterplot (b), the distance of the outlier from the regression line indicates more clearly

to the researcher the need to investigate the observation.

INSERT TABLE 2 AND FIGURE 1 ABOUT HERE.

Citing Hecht and Serdahl, Evans (1999) noted, "Outliers on the dependent

variable typically exert greater influence on the parameter estimates and R2 value than do

outliers on the independent variables" (p. 220). Again citing Hecht, Evans went on to

write, "Analyses of the standardized and studentized residuals were the most effective

diagnostic methods for identifying outliers on the Y axis" (p. 220).

The scatterplots in Figure 1 illustrate the importance of using graphic methods to

inspect data. Wilkinson and the TFSI (1999) noted, "Graphical inspection of data offers
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an excellent possibility for detecting serious compromise to data integrity" (p. 597).

Scatterplots provide a reliable means of identifying outliers that are far from most of the

data points (Evans, 1999). Fox (1997) maintained that numerical summaries can be

misleading and that graphs are crucial to the effective analysis of data.

Another concept to consider in the detection and identification of outliers is

leverage. The leverage statistic, also known as the hat value, identifies those cases that

exert more influence than other cases on the regression model. Such high leverage points

are outliers among the independent variables (Regression Analysis). Fox (1997) clearly

illustrated the concept of leverage with three simple scatterplots, as seen in Figure 2. The

outliers, represented by asterisks, have varying amounts of influence on the regression

line. Because it is close to the mean of X, the outlier in the first graph (a) has low

leverage and little influence. The outlier in the second graph (b), however, has high

leverage and pulls the line toward itself In the third plot (c), the unusual case has high

leverage, but it does not alter the regression line because it is in line with the other data

points. It would not be considered a regression outlier. A case that has a combination of

high leverage and a large studentized residual has a strong influence on the regression

coefficient (Fox).

INSERT FIGURE 2 ABOUT HERE.

The key point to be made by examining these strategies and methods for

identifying outliers is that the process is important and should be undertaken. Millar and

Hamilton (1999) described the process as separating data into a "subset of good

(`reliable') observations and a subset of outlying observations" (p. 125), and the analysis
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is performed only on the "reliable" subset. The failure to include outlier identification in

data analyses leads the researcher to risk basing findings on erroneous data. Of course,

once extreme data points are identified, the researcher is faced with the decision of what

to do about them. Removing outliers can have a serious impact on the regression model

(Multiple Regression). Fox (1997) wrote, "Although problematic data should not be

ignored, they also should not be deleted automatically and without reflection" (p. 285).

Evans (1999) suggested, "To reject points simply because they are extreme is essentially

to reject one of the assumptions upon which the regression analysis is based" (p. 226).

Fox also said, "Truly bad data can often be corrected or, if correction is not possible,

thrown away" (p. 285). Outliers can provide important insights (Huck, 2000) and may

give the researcher cause to respecify the model and consider additional variables

(Multiple Regression). Fox noted, however, that researchers need to "avoid `overfitting'

the data permitting a small portion of the data to determine the form of the model" (p.

286).

When researchers take the time to examine their data for outliers and report the

course of action that was taken upon discovering these extreme data points, the

researchers should be commended for going the extra mile to ensure the integrity of their

work.
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Table 1

Data to Illustrate Impact of Outliers on Various Statistics

Case X Y

1 2 4

2 3 6

3 4 8

4 5 10

5 20 40

Mean 6.80 13.60

SD 7.46 14.93
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Table 2

Data for Illustration of Outlier Effect.

Case X Y

1 10 10

8 9

3 8 7

4 9 10

5 7 8

6. 6 7

7 7 9

8 8 8

9 9 9

10 8 4
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